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Abstract

Walrasian equilibrium prices have a remarkable property: they allow each buyer to purchase a bundle of goods that she finds the most desirable, while guaranteeing that the induced allocation over all buyers will globally maximize social welfare. However, this clean story has two important caveats:

• First, the prices may induce indifferences—in fact, the minimal equilibrium prices necessarily induce indifferences. In general, buyers may need to coordinate with one another to resolve these indifferences, so the prices alone are not sufficient to coordinate the market.
• Second, although we know natural procedures which converge to Walrasian equilibrium prices on a fixed population, in practice buyers typically observe prices without participating in a tâtonnement process. These prices cannot be perfect Walrasian equilibrium prices, but instead somehow reflect distributional information about the market.

To better understand the performance of Walrasian prices when facing these two problems, we give results of two sorts. First, we show a mild genericity condition on valuations under which the minimal Walrasian equilibrium prices induce allocations which result in low over-demand for arbitrary (even adversarial) tie-breaking by buyers. In fact, our results show that the over-demand of any good can be bounded by 1, which is the best possible. We demonstrate our results in the unit demand setting and give an extension to the class of Matroid Based Valuations (MBV), conjectured to be equal to the class of Gross Substitute valuations (GS).

Second, we use techniques from learning theory to argue that the over-demand and welfare induced by a price vector converges to its expectation uniformly over the class of all price vectors, with sample complexity only linear in the number of goods in the market in the former case and quadratic in the number of goods in the latter case. These results make no assumption on the form of the valuation functions of the buyers.

Combining these two results implies that under a mild genericity condition, the exact Walrasian equilibrium prices computed in a market are guaranteed to induce both low over-demand and high welfare when used in a new market, in which agents are sampled independently from the same distribution, whenever the number of agents is larger than the number of commodities in the market.
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1
1 Introduction

The existence of Walrasian equilibrium is often expressed as a pithy slogan: prices coordinate markets. However, this is not exactly true—a Walrasian equilibrium specifies a price for each good and an assignment of goods to buyers. The assignment is just as important as the prices, since there can be multiple bundles of goods which maximize a buyer’s utility at given prices. If buyers select arbitrarily among these bundles, they may over-demand some goods.

One way to avoid this problem is by assuming that each buyer’s valuation function is strictly concave, ensuring that the utility maximizing bundle of goods is unique at any set of prices. However, this idea does not apply in many economic settings; for instance, when goods are indivisible. Here, prices (and, in particular, Walrasian equilibrium prices) can induce indifferences.

For another possible solution, one might hope that a market maker could select Walrasian prices that eliminate the coordination problem. For example, with a single good and distinct valuations, a price strictly between the largest and second largest buyer valuation will eliminate indifferences and over-demand. However, relying on a principal with full knowledge of the market to solve the coordination problem seems to defeat the purpose of having markets in the first place.

In this work, we consider a third approach: natural assumptions on buyers to simplify the coordination problem. We start our investigation from minimal Walrasian equilibrium prices, the prices that result from many natural market dynamics\(^1\) (also known as tâtonnement procedures)\(^2\). We consider allocating bundles of \(m\) types of indivisible goods \(g\), each with some supply \(s_g\), to \(n\) buyers who have matroid based valuations\(^2\) and quasi-linear preferences; the assignment (“unit demand”) model is an important special case. We present details of our model in Section 2.

We begin our technical results in Section 3, by showing that indifferences at the minimal Walrasian prices can be a serious problem—goods can be in the demand correspondence of every buyer. Clever tie-breaking does not help; for any tie-breaking rule, the induced over-demand can be as large as \(\Omega(n)\). Even worse, we observe that the minimal Walrasian equilibrium prices induce indifferences in any market, for any set of buyers.

Hence, we cannot hope to rule out all over-demand. But, we give a “genericity” condition on buyer valuations that is in some sense the next-best thing: the over-demand for each good \(g\) will be at most 1, independent of its supply \(s_g\) and the tie-breaking strategy used by buyers. Therefore, as the supply grows large, worst-case over-demand becomes negligible. We warm up with the assignment model in Section 4, where our condition is simple to state: buyer valuations for goods should be linearly independent over the coefficients \(-1, 0, 1\). We generalize our techniques to the matroid based valuations case in Section 5; the situation is significantly more complicated, but the core genericity definition is in the same spirit.

After we show that exact minimal Walrasian prices “generically” induce low over-demand, a natural question is whether this property still holds when the same prices are used on new buyers; we turn to this question in Section 6. More formally, imagine a sample \(N_1\) of \(n\) buyers is drawn from an unknown distribution \(\Pi\) of buyer valuations. The goods are priced using the minimal Walrasian equilibrium prices, computed from the valuations of buyers in \(N_1\). Now, keeping these prices fixed, we draw a fresh sample \(N_2\) of \(n\) buyers from \(\Pi\), who each choose some bundle from their demand correspondence at the given prices (breaking ties arbitrarily). Will the over-demand and welfare

\(^1\)Minimal Walrasian prices are focal in other ways: e.g., in matching markets they correspond to VCG prices.

\(^2\)“Matroid Based Valuations” are a structured subclass of Gross Substitutes valuations. In fact, Ostrovsky and Paes Leme [37] conjecture that the class of matroid based valuations is equal to the class of gross substitutes valuations, the largest class of valuations for which Walrasian equilibrium prices are guaranteed to exist.
on $N_2$ be close to the over-demand and welfare on $N_1$? If the supply $s_g$ of a good $g$ is small, the difference in over-demand between $N_1$ and $N_2$ may be large when compared to $s_g$. However, we show that if $s_g \geq \tilde{O}(m/\epsilon^2)$, the demand for any good $g$ on sample $N_2$ will be within a $1 \pm \epsilon$ factor of the supply $s_g$ of good $g$. Note that the supply requirement is independent of the market size $n$. Similarly, if the optimal welfare for $N_1, N_2$ is large enough, the welfare of the two markets at these prices will be within a $1 \pm \epsilon$ of one another (and within a $1 - \epsilon$ factor of the optimal welfare for $N_2$).

Notably, we are able to prove these bounds without any assumption on the structure of the valuation functions. This lack of structure makes it difficult to argue directly about notions of combinatorial dimension like VC-dimension, and so we take a different approach which may be of independent interest. Using a recent compression argument of Daniely and Shalev-Shwartz [13], we show that, assuming a fixed but unknown set of prices, the class of functions predicting a buyer’s demanded bundle at those prices is learnable using $\tilde{O}(m/\epsilon^2)$ many samples. Because this is a multi-class learning problem, learning does not imply uniform convergence. However, the binary problem of predicting demand for a particular good is a 1-dimensional projection of the bundle prediction problem, and hence is also learnable with the same number of samples. Finally, by a classical result of Ehrenfeucht et al. [19], learning and uniform convergence have the same sample complexity in binary prediction problems. So, we can bound the VC dimension, and thus the sample complexity needed to obtain uniform convergence for demand. Moreover, our bound is tight—even for unit demand buyers, the VC-dimension of the class of demand predictors is $\Omega(m)$.

Welfare, unlike demand, corresponds to a real-valued prediction problem, and so the sample complexity needed for uniform convergence cannot be bounded by bounding the sample complexity of learning. Instead, we directly bound the pseudo-dimension of the class of welfare predictors by $\tilde{O}(m^2)$, again without making any assumptions about the form of the valuation functions. We show that if the optimal welfare is $\tilde{\Omega}(m^4/\epsilon^2)$, the welfare induced by the Walrasian prices $p$ for $N_1$ when applied to $N_2$ is within a $1 - \epsilon$ factor of optimal.

Related work. This paper follows a long line of work on understanding how markets behave under limited coordination. If buyers’ valuations are strictly concave and items are divisible, Arrow and Debreu [2] show there exist item prices $p$ such that each agent has a unique utility-maximizing bundle at $p$, and that when each agent selects her unique utility-maximizing bundle, the market clears. With indivisible items, anonymous equilibrium item pricings may not exist (and finding such prices when they do is NP-hard [14]). Mount and Reiter [32] consider the size of the message space needed to compute Walrasian equilibria, and Nisan and Segal [36] show that polynomial communication is sufficient. This stands in contrast to the situation for submodular buyers, where exponential communication is needed to compute prices which support an efficient allocation [36].

Our work is also related to the blossoming area of learning for mechanism design, where a mechanism is selected from some class of mechanisms as a function of sampled buyers. Recent work has measured the sample complexity of revenue maximization in single-parameter settings [3–6, 9–12, 17, 20, 22, 26, 27, 30, 31, 40] and multi-parameter settings [15, 18].

In particular, sample complexity results for pricing are known. In the unlimited supply setting (in which “over-demand” cannot arise), Balcan et al. [6] show how to learn approximately revenue-optimal prices with polynomial sample complexity using a covering argument. In Balcan et al. [5], the authors show how to extend this work to large but limited supply settings and to welfare maximization, although their guarantees only hold for finite classes of mechanisms. Devanur and Hayes [16] also consider prior-independent pricing for revenue maximization with unit demand...
buyers in an online setting. These last two papers consider buyers that make decisions sequentially, avoiding the issue of over-demand from uncoordinated resolution of indifferences. Finally, we use compression schemes to derive several uniform convergence results; this compression tool was first used in the context of game theory by Balcan et al. [7], who use it directly to upper bound the PAC complexity of a learning problem rather than to imply uniform convergence over a class.

We are aware of less work related to our genericity results, but we point out that our swap graph construction bears a resemblance to the exchangability graph of Murota [34]. The exchangability graph also has nodes defined by goods, but is defined without considering a Walrasian allocation and pricing. In contrast, our swap graph is designed to model indifferences at equilibrium.

2 Model

We consider a market with \( m \) indivisible goods, where good \( g \) has supply \( s_g \geq 1 \). We will write the set of goods as \( [m] = \{1, \ldots, m\} \) and denote the bundles of the \( m \) goods as \( \mathcal{G} = 2^{[m]} \). The market will also have a set \( N \) of \( n \) buyers, where each buyer demands at most one copy of each good. For simplicity, we consider valuations defined over subsets of goods, rather than arbitrary sets of copies. See the extended version for a formal treatment. For each buyer \( q \in N \), let \( v_q : \mathcal{G} \to [0, H] \) denote \( q \)'s valuation function over bundles of goods. We will assume \( v_q(\emptyset) = 0 \). We now specify the set of feasible assignments of goods to buyers, called allocations.

**Definition 2.1** (Allocation). An allocation \( \mu : N \to \mathcal{G} \) is a function that assigns each buyer a bundle such that the whole assignment is feasible: \( \sum_{q \in N} \mathbb{1}\{g \in \mu(q)\} \leq s_g \) for all \( g \in [m] \).

As is typical, we consider quasi-linear utility functions \( u_q : \mathcal{G} \times \mathbb{R}^m_+ \to \mathbb{R}_+ \), defined by \( u_q(S; p) = v_q(S) - \sum_{g \in S} p_g \) for all \( q \in N \) and \( S \in \mathcal{G} \). We will consider prices defined over goods—each copy of a good has the same price. We will write prices as vectors \( p = (p_g)_{g \in [m]} \in \mathbb{R}^m_+ \). Buyers demand bundles maximizing utility.

**Definition 2.2** (Demand correspondence). The demand correspondence for buyer \( q \in N \) at prices \( p \) is \( D_q(p) = \arg\max_{S \in \mathcal{G}} \{u_q(S; p)\} \). We call bundles \( S \in D_q(p) \) demand bundles. Note that \( D_q(p) \) contains only bundles with non-negative utility, since \( u_q(\emptyset; p) = 0 \) for every \( p \).

We focus our investigation on Walrasian equilibria, defined by a pricing and an allocation.

**Definition 2.3** (Walrasian equilibrium). For valuations \( \{v_q\}_{q \in N} \), we say that a pair \( (p, \mu) \) of prices \( p \) and allocation \( \mu = (\mu_q)_{q \in N} \) is a Walrasian equilibrium (WE) if both: 1) \( \mu_q \in D_q(p) \) for all \( q \in N \); and 2) for every good \( g \), \( \sum_{q \in N} \mathbb{1}\{g \in \mu(q)\} < s_g \) only if \( p_g = 0 \).

We call the price vector \( p \) a Walrasian equilibrium price vector. Note that there may be many distinct Walrasian equilibrium price vectors; in fact, the set of all Walrasian prices forms a lattice. The minimum Walrasian equilibrium price vector \( p \) is the Walrasian equilibrium price vector that is coordinate-wise minimal amongst all Walrasian equilibrium price vectors.

Likewise, we call the allocation \( \mu \) a Walrasian allocation. While there may be multiple distinct Walrasian allocations, it is known that all such allocations must maximize welfare.

In general, Walrasian equilibrium prices \( p \) are not sufficient to coordinate a corresponding allocation \( \mu \), because buyers might have indifferences (\(|D_q(p)| > 1\)); if buyers choose one bundle arbitrarily, the resulting allocation can violate supply constraints. To reason about the degree of this violation, we make the following two natural definitions.

3
Definition 2.4 (Demanders and over-demand). The set $U(g;p)$ of demanders for a good $g \in [m]$ at price $p$ is the set of buyers that demand $g$: $U(g;p) = \{q \in N : \exists D \in D_q(p) \text{ where } g \in D\}$. Then, the over-demand $OD(g;p)$ for $g$ at prices $p$ is the number of demanders beyond the supply of a good: $OD(g;p) = \max\{|U(g;p)| - s_g, 0\}$. Read another way, the over-demand is the worst-case excess demand if bidders break ties in their demand correspondence arbitrarily.

To build intuition, we focus the first part of our paper on unit demand bidders, where $v_q(S) = \arg\max_{g \in S}v_q(g)$ for all $S \subseteq G$, and non-empty bundles $S \in D_q(p)$ are demand goods.

3 Lower bound

To build intuition for why tie-breaking at equilibrium can lead to infeasibility, we give an example of a market with $n$ buyers in which the over-demand of a good can be $\Omega(n)$, for any tie-breaking rules buyers use, so long as they cannot coordinate with one another after seeing the market instance.

To see why lack of coordination can be a problem, consider the following instance.

Lemma 3.1. There exist unit demand valuations such that at the minimal Walrasian prices $p$, there exists a good with over-demand $\Omega(n)$.

Proof. Consider a market with $n$ unit demand buyers $N = [n]$ and $m = n$ distinct goods. For $g \in [m]$ a distinguished good, every buyer $q$ has valuation $v_q(g) = v_q(g') = 1$ and $v_q(g') = 0$ for all $g' \not\in \{q, g\}$. The minimal Walrasian equilibrium prices are $p = 0$, and the unique max-welfare allocation is $\mu_q = q$. At these prices, $g$ is demanded by every buyer. Hence, $OD(g;p) = n - 1$. □

Even if bidders are allowed to break ties in a clever way, the problem remains. Given a set of prices $p$, buyers $N$ and tie breaking rule $e^p_q$ for buyer $q$, let the demanders of $g$ be $U^{e^p}(g;p) = \{q \in N : g \in D_q(p)\}$, and the tie-breaking over-demand with respect to $e^p$ be $OD^{e^p}(g;p) = \max\{|U^{e^p}(g;p)| - s_g, 0\}$.

Lemma 3.2. There exists a distribution over unit demand valuations such that for any set of tie-breaking rules, the expected tie-breaking over-demand from $n$ buyers is $\Omega(n)$.

While this result does demonstrate that over-demand can be high without coordination, it is in some sense pathological—the buyers’ valuations are highly similar. In the following section we give a simple and natural condition which rules out this example, and more generally ensures that the over-demand for any good is at most 1 at the minimal Walrasian prices regardless of tie-breaking. This bound is the best possible: for any buyer valuations, minimal Walrasian prices always induce over-demand of at least 1 for every good with positive price.

Lemma 3.3. Fix any set of buyer valuations $\{v_q : q \in [n]\}$, and let $p$ be a minimal Walrasian equilibrium price vector. For any good $g$ with positive price $p(g) > 0$, we have $OD(g;p) \geq 1$.

4 Unit demand

Now that we have seen how buyer indifferences at equilibrium can lead to allocations that exceed market supply, we consider whether the over-demand is large for “typical” instances. To build intuition, we start with the special case of unit demand valuations, defined by $v_q(S) =
argmax_{g \in S} \{v_q(g)\}. For each buyer \(q \in N\), such valuations can be encoded with \(m\) real numbers \(v_q(g)\) for each \(g \in [m]\). Thus, we can restrict our attention to allocations which are a many-to-one matchings between buyers and goods—each buyer should be matched to at most 1 good, and each good \(g\) should be matched to at most \(s_g\) buyers.

We now give conditions on unit demand valuations which ensure that at the minimal Walrasian prices, when buyers buy arbitrary items in their demand sets, the resulting selection of goods results in high welfare and low over-demand. Accordingly, we need to reason in precise ways about how the equilibrium prices depend on the valuations. Getting our hands on this relation is surprisingly tricky—typical characterizations of Walrasian equilibrium prices are not enough for our needs.

For instance, two standard characterizations show that unit demand Walrasian prices i) are dual variables to a particular linear program (the “many-to-one matching linear program”), and ii) are computed from ascending price auction dynamics. While the former observation is often useful, it does not provide fine-grained information about how the prices depend on the valuations. While the latter understanding is useful for computing prices, the auction may proceed in a complicated manner, obscuring the relationship between the prices and valuations.

**Swap graph.** To reason about how prices depend on valuations, we define a graph called the *swap graph* of a Walrasian equilibrium \((p, \mu)\). This graph directly encodes buyer indifferences induced by the prices, which is what we ultimately want to reason about. Furthermore, the swap graph allows us to read off equations involving the prices and valuations. We define the swap graph as follows.

**Definition 4.1 (Swap graph for \((p, \mu)\)).** The swap graph \(G = (V, E)\) defined with respect to a Walrasian equilibrium \((p, \mu)\) has a node for each good \(g\) and an additional null node \(\bot\) representing the empty allocation: \(V = [m] \cup \{\bot\}\). There is a directed edge \((a, b) \in E\) for \(a \neq b\) from \(a\) to \(b \neq \bot\) for each buyer \(q\) that receives good \(a\) in \(\mu\) but also demands \(b\), i.e. if \(\mu_q = a\) and \(b \in D_q(p)\) for some buyer \(q \in N\). Note that while there may be parallel edges—representing the same indifferences by different buyers—there are no self loops since edges run between distinct goods.

Since we will work extensively with the swap graph in the remainder of the section, it will be convenient to rephrase Theorem 3.3 in terms of the swap graph.

**Corollary 4.2.** For buyers with unit demand valuations and a Walrasian equilibrium \((p, \mu)\) with \(p\) the minimal Walrasian prices, any node in the swap graph \(G\) with in-degree zero has price zero.

Almost by definition, the over-demand of a good \(g\) is its in-degree in the swap graph. The proof of this lemma can be found in the full version.

**Lemma 4.3.** Let \(G\) be the swap graph corresponding to any Walrasian equilibrium. If a node \(g\) in \(G\) has in-degree \(d\) then \(OD(g; p) \leq d\).

Thus, to bound the maximum over-demand of any good, it suffices to bound the in-degree for every good in the swap graph. Before turning to this task, we first introduce simple conditions on valuations that will rule out pathological market instances with high over-demand.

**Generic valuations.** Recall that in Section 3 we showed that over-demand can be high at the minimal Walrasian equilibrium prices. To provide a better bound on over-demand, we need an additional condition on valuations (ideally, a condition that will hold “typically”, say with high probability under a perturbation of the valuations). In the lower bound instance for Theorem 3.2,
over-demand is large because the buyers have valuations that are too similar. Indeed, consider a
market with two goods \( a \) and \( b \) where all buyers have the same difference in valuations between
\( a \) and \( b \). If some buyer is indifferent between \( a \) and \( b \)—by Theorem 3.3, this must be the case in
equilibrium—all buyers are indifferent. This observation motivates our genericity condition.

**Definition 4.4** (Generic valuations). A set of valuations \( \{v_q(g) \in \mathbb{R} : q \in N, g \in [m]\} \) is generic if
they are linearly independent over \( \{-1, 0, 1\} \), i.e.

\[
\sum_{q \in N} \sum_{g \in [m]} \alpha_{q,g} v_q(g) = 0 \quad \text{for} \quad \alpha_{q,g} \in \{-1, 0, 1\} \quad \text{implies} \quad \alpha_{q,g} = 0 \quad \text{for all} \quad q \in N, g \in [m].
\]

**Remark 4.5.** Note that this condition holds with probability 1 given any continuous perturbation
of a profile of valuation functions, and so for many natural distributions, a profile of valuation
functions will “generically” (i.e., with high probability) satisfy our condition. We also show how to
discretely perturb a fixed set of valuations to satisfy our condition in the extended version.

**Over-demand.** Now, we are ready to present the main technical result of this section. Subject
to our genericity condition, when buyers select an arbitrary good in their demand correspondence
given minimal Walrasian equilibrium prices, over-demand is low and welfare is high. Our first goal
will be to show that the in-degree for any node in our swap graph is at most 1. This will imply that
no good has over-demand more than 1, regardless of its supply. The proof of all lemmas in this
section can be found in the full version. We proceed via a series of properties of the swap graph.

**Lemma 4.6.** The swap graph \( G \), defined with respect to Walrasian equilibrium \((p, \mu)\) and generic
valuations \( \{v_q(g) : q \in N, g \in [m]\} \), is acyclic.

Because the swap graph \( G \) is acyclic, we can choose a partial order of the nodes so that all
edges go from nodes earlier in the ordering to nodes later in the ordering (e.g., by topologically
sorting the graph). For the remainder of the argument, we rename our nodes according to such an
ordering (i.e. we now have for every edge \((a_i, a_j) \in E\) implies \( i < j \)). Now, the price of a good can
be written in terms of the valuations for goods that come earlier in this ordering.

**Lemma 4.7.** For every good \( g \), the price \( p(g) \) can be written as a linear combination of valuations
\( v_q(j) \) over \( \{-1, 0, 1\} \) for \( q \in N \) and \( j < g \). Specifically, for every good \( g \), and for every set of goods
\( g_1 < g_2 < \ldots < g_k < g \) such that \( g_1 \rightarrow \ldots \rightarrow g_k \rightarrow g \) forms a path in the graph and \( g_1 \) has in-degree
0, there is a set of buyers \( q_1, \ldots, q_k \) such that \( p(g) = \frac{1}{k} \sum_{i=1}^{k} (v_{q_i}(g_{i+1}) - v_{q_i}(g_i)) \) where
\( g_{k+1} = g \). If the first node \( g_1 = \perp \), we define \( v_{q_1}(\perp) = 0 \) by convention.

Finally, we can show that no node in the swap graph has in-degree greater than 1.

**Lemma 4.8.** For generic buyer valuations, every node in the the swap graph defined with respect
to a Walrasian equilibrium \((p, \mu)\) with minimal Walrasian prices has in-degree at most 1.

Finally, by Theorem 4.3 the over-demand for any good is at most its in-degree in the swap
graph, so the lemmas immediately imply the following theorem.

**Theorem 4.9.** For any set of unit demand buyers with generic valuations, and for \( p \) the minimal
Walrasian equilibrium price vector computed with respect to these buyers, the over-demand for any
good \( g \in [m] \) is at most 1, independent of its supply \( s_g \): \( OD(g; p) \leq 1 \) for all goods \( g \in [m] \).
As a result, when generic buyers face minimal\textsuperscript{3} prices $p$ and buy a good in their demand set—resolving indifferences in arbitrary or even adversarial ways—the excess demand of any good is at most 1. In particular, this holds when buyers break ties in favor of non-empty allocations. This tie-breaking rule will be necessary to obtain good welfare properties, which we turn to now.

**Welfare.** When buyers choose arbitrary goods in their demand correspondence, the over-demand of each good is at most 1. We also lower bound the welfare achieved when buyers choose arbitrarily amongst the goods in their demand correspondence. In our calculations of welfare, $\text{Welfare}_N(B)$, for some (possibly infeasible) allocation $B$, we assume over-demand is resolved in a worst-case way—i.e. we assume goods are allocated to buyers that demand them in the way that minimizes welfare, while obeying the supply constraints. For the welfare argument only, we assume that a buyer chooses a nonempty demand bundle whenever possible. Subject to this restriction, buyers can break ties however they like. Then, we can lower bound the welfare of these buyers $N$ in terms of the optimal welfare $\text{Opt-Welfare}_N$.

**Theorem 4.10.** Consider any set of buyers $N$ with generic unit demand valuations bounded in $[0,H]$ and the minimal Walrasian equilibrium prices $p$. For each buyer $q$, let $b_q \in D_q(p)$ be some arbitrary set in his demand correspondence, assuming only that $b_q \neq \emptyset$ whenever $|D_q(p)| > 1$. Then the welfare obtained by the resulting allocation is always near-optimal: $\text{Welfare}_N(b_1,b_2,\ldots,b_n) \geq \text{Opt-Welfare}_N - 2 \cdot m \cdot H$.

**5 Towards gross substitutes**

In this section, we generalize our results beyond unit demand buyers. Ideally, we would like to extend our results to buyers who have gross substitutes valuations. It is known that if all buyers have GS valuations, there always exist Walrasian equilibria, which can be found by following a tâtonnement procedure [28]. Gul and Stacchetti [24] show that the class GS is in some sense the most general class of valuations that are guaranteed to have WE.

While GS is an attractive class to target, its definition is axiomatic rather than constructive. This poses a problem for defining genericity: it is not obvious which, if any, valuations in GS satisfy some proposed definition of genericity. Ultimately, we will prove our results for buyers with matroid based valuations (MBV), which are a subclass of gross substitutes valuations, but conjectured to be equal to all of gross substitutes [37]. Such valuations can be explicitly constructed from a set of numeric weights and a matroid, giving us a path to define and construct generic valuations, as well as certifying that generic valuations lie in MBV and are contained in GS.

However, there are still several obstacles to be overcome, and the arguments are significantly more involved than for unit demand. Roughly, the overarching difficulty is establishing a connection between valuations on bundles, and valuations on the items in the bundle, since in some sense we will require genericity on values for single goods. While this connection is immediate in the case of unit demand, the situation for MBV is more delicate—some bundles may contain “irrelevant” goods, which don’t contribute at all to the valuation, for instance. We address this issue with a more complex swap graph, designed to capture the richer structure of GS valuations. To prevent buyers from taking bundles that contain goods that do not add value, we focus on non-degenerate valuations.\textsuperscript{4}

\textsuperscript{3}We show in the full version that even with generic valuations, non-minimal Walrasian prices can still induce high over-demand, further justifying our focus on minimal Walrasian prices.
bundles which ensures that buyers only purchase most demanded bundles that do not contain goods that impart zero marginal value. We formally define non-degenerate bundles in the full version.

Despite the complications, our high-level argument remains the same as in unit demand. We first define a swap graph and connect it to over-demand. Then, we define a generic version of MBV (GMBV) and prove properties about the swap graph for valuations in GMBV.

**Swap graph with GS valuations.** To define the swap graph for gross substitutes, the core idea is to have an edge \((a, b)\) represent a single swap of good \(a\) for good \(b\) in some larger bundle, naturally generalizing our construction for unit demand. The main challenge is ensuring that we faithfully model buyer indifferences—which are between bundles of goods—via indifferences of single swaps. More precisely, in order to bound over-demand with arbitrary tie-breaking, we must ensure that if a buyer is indifferent between her Walrasian allocation and some other bundle \(B\), then there must be one incoming edge to every good in \(B\). If the swap graph satisfies this property, we can describe potential demand for goods in terms of in-degree of nodes, like we did for unit demand.

For the first step, we want that if a buyer is indifferent between bundles \(B_1\) and \(B_2\), every good in \(B_1\) can be exchanged for a good in \(B_2\) while preserving utility. While this is not true for general bundles, it is true for the “smallest” bundles in a buyer’s demand correspondence.

**Definition 5.1** (Minimal demand correspondence). For price vector \(p\) and buyer \(q \in N\), the **minimum demand correspondence** is \(\mathcal{D}_q(p) = \{ S \in \mathcal{D}_q(p) : T \notin \mathcal{D}_q(p) \text{ for all } T \subseteq S \}\).

Crucially, the minimum demand correspondence for GS valuations forms the bases of a matroid [8]. By standard facts from matroid theory [38], we have the exchange property: for \(B_1, B_2\) in the basis set \(\mathcal{B}\) of a matroid and for every \(b \in B_1 \setminus B_2\), there exists \(b' \in B_2 \setminus B_1\) such that \(B_1 \cup b' \setminus b \in \mathcal{B}\) and \(B_2 \cup b \setminus b' \in \mathcal{B}\). If all bundles in a buyer’s demand correspondence have the same size, then we can take \(\mathcal{B}\) to be \(\mathcal{D}_q^*(p)\), and we have exactly what we need: for two bundles in the correspondence, every good can be swapped while remaining in the correspondence. Of course, buyers may prefer bundles of different sizes. We return to this issue after we define the swap graph.

**Definition 5.2** (Swap graph). Let buyers have GS valuations, \((p, \mu)\) be a WE, and for each buyer \(q \in N\) fix a minimum demand bundle \(M_q \in D_q^*(p)\) where \(M_q \subseteq \mu_q\). Define the swap graph \(G(p, \mu, (M_q)_{q \in N})\) to have a node for every good \(g \in [m]\) and an additional node which we refer to as the null node \(\bot\). There is a directed edge from \((a, b)\) for every buyer \(q \in N\) such that \(a \in M_q\), \(b \notin \mu_q\), and there exists \(B \in D_q^*(p)\) with \(b \in B\) where \(M_q \cup b \setminus a \in D_q^*(p)\). Further, the graph contains the edge \((\bot, b)\) if \(b\) has strictly positive price, and there exists some buyer \(q \in N\) with \(b \notin \mu(q)\) and \(B \in D_q(p)\) where \(b \in B\) and \(B \setminus b \in D_q^*(p)\).

We have two conditions in our definition of which edges exist from the null good: the first involves demand bundles, while the second involves positive price. These two conditions solve two distinct problems. The first condition models cases where the demand correspondence has bundles of different sizes, say there is some bundle \(B\) with cardinality strictly larger than the minimum cardinality demand bundle. We need all goods in \(B\) to have an incoming edge, to reflect over-demand if a buyer selects \(B\). We cannot ensure these edges via matroid properties, since \(B\) is not a minimum cardinality demand bundle and so it is not a matroid basis. However, there is a minimum bundle \(B^{min}\) contained in \(B\), which is a matroid basis, so we have incoming edges to \(B^{min}\). We can show that for every good \(g \in B \setminus B^{min}\) the bundle \(B^{min} \cup g\) is also a demand bundle, so the swap graph will also have edges from \(\bot\) to \(g\), covering all goods in \(B\) as desired.
Up to this point, we have argued informally that if $B$ is a bundle in $D_q^*(p)$, then all goods in $B \setminus M_q$ will have an incoming edge. We plan to bound the over-demand by the in-degree, but there is an important corner case: goods $g$ with price 0. Such goods can be freely added to any buyer’s bundle, ruining the bound on over-demand. However, all is not lost: the problem stems from buyers with zero marginal valuation for a good in their bundle, which we can rule out.

**Definition 5.3** (Non-degenerate). A bundle $S$ is non-degenerate with respect to $S'$ if goods in $S'$ have non-zero marginal value: $v(S \setminus g) < v(S)$ for each $g \in S \cap S'$. When $S' = [m]$, we will say $S$ is non-degenerate. The non-degenerate correspondence for buyer $q \in N$ at price $p$ is the set of demand bundles defined by $D_q^*(p) = \{S \in D_q(p) : v_q(S \setminus g) < v_q(S) \forall g \in S\}$.

If we only consider buyers who purchase bundles in $D_q^*(p)$, there is no problem with zero-price goods $g$: for buyers with non-degenerate bundles that contain $g$, that good must automatically be in any minimum bundle for those buyers. So, we only need edges in the swap graph from $\bot$ to goods with positive price.

We are almost ready to formally connect the swap graph with over-demand, but there is one last wrinkle. Since a buyer is assigned a bundle rather than a single good, she may have two different swaps to the same good: perhaps $M_q \setminus a_1 \cup b$ and $M_q \setminus a_2 \cup b$ are both demanded. We want to count this buyer as causing demand 1 rather than 2, since she will select a bundle of distinct goods.

**Definition 5.4** (Buyer in-degree). Consider buyers with GS valuations $\{v_q\}_{q \in N}$, the minimal Walrasian prices $p$ and allocation $\mu$, and the corresponding swap graph $G$. The buyer in-degree of node $b$ is the number of distinct buyers with an edge directed to $b$.

We can also define the over-demand $OD^*(g;p)$ of a good when buyers take only non-degenerate bundles. Like the unit demand case, this is simply the worst-case over-demand assuming that buyers choose an arbitrary non-degenerate bundle from their demand correspondence, without any assumption on how they break ties. Finally, we can relate the swap graph to over-demand.

**Lemma 5.5.** Let buyers have GS valuations and let $(p,\mu)$ be a Walrasian equilibrium with minimal prices. If a node $g \in [m]$ in the swap graph $G$ has buyer in-degree at most $d$, then $OD^*(g;p) \leq d$.

**Bounding the buyer in-degree.** To conclude, we first define a generic class of valuations (GMBV). Then, we show properties of the swap graph, similar to the unit demand case. Then, the following theorem bounds buyer in-degree and hence over-demand by Theorem 5.5.

**Theorem 5.6.** For GMBV buyers and Walrasian equilibrium $(p,\mu)$ with minimal Walrasian prices, each node in the swap graph $G$ has buyer in-degree at most 1.

### 6 Welfare and over-demand generalization

In this section, we show that Walrasian prices generalize: the equilibrium prices for a market $N$ of buyers induces similar behavior when presented to a new sample $N'$ of buyers, both in terms of the demand for each good and in terms of welfare. More precisely, a set of prices which minimizes over-demand of each good and maximizes welfare when each buyer purchases her most-preferred bundle retains these properties (approximately) on a new market $N'$ when each buyer purchases her most-preferred bundle, if buyers in $N$ and $N'$ are drawn independently from the same distribution.
Generalization results for arbitrary valuations. To speak precisely about how over-demand and welfare induced by prices \( p \) vary between two markets, we first fix a tie-breaking rule \( e \) that buyers use to select amongst demanded bundles relative to a valuation from set \( \mathcal{V} \). We define classes of functions parameterized by pricings mapping valuations to (a) bundles purchased, (b) whether or not a particular good \( g \) is purchased, and (c) the value a buyer gets for her purchased bundle.

Let \( e : 2^\mathcal{V} \times \mathcal{V} \rightarrow \mathcal{G} \) denote some tie-breaking function, which satisfies some minor technical conditions defined in the full version. We call the bundle that \( e \) selects from \( \mathcal{D}_q(p) \) the canonical bundle for \( q \) at \( p \), denoted as \( B^*_q(p) = e(\mathcal{D}_q(p), v_q) \). Then, for each good \( g \), let \( h_{g,p}(v_q) = 1[g \in B^*_q(p)] \) indicate whether or not \( g \) is in \( q \)'s canonical bundle at prices \( p \). Let \( C^e(g; p; N) = \sum_{q \in N} h_{g,p}(v_q) \), i.e. the number of buyers in \( N \) whose canonical bundles at \( p \) contain \( g \). For a sample of \( n \) buyers \( \{v_q\} \overset{i.i.d.}{\sim} \Pi \), let \( C^e(g; p; \Pi) \) represent the expected number of copies of \( g \) demanded at prices \( p \) if buyers demand canonical bundles. Similarly, let the welfare of a pricing \( p \) on a market \( N \) be \( \text{Welfare}_N(p) = \sum_{q \in N} v_q(\hat{B}^*_q(p)) \) for \( \hat{B}^*_q(p) \) a worst-case resolution of the over-demand for each good.

Before presenting the technical details, we state two main results showing how the behavior induced by prices generalizes for buyers with arbitrary valuations. Our first theorem bounds the over-demand when the Walrasian prices computed for a market are applied to a new market.

**Theorem 6.1.** Fix a pricing \( p \) and two sampled markets \( N, N' \) of buyers with arbitrary valuations, with \( |N| = |N'| = n \). For good \( g \), suppose \( C^e(g; p; N) \leq s_g + 1 \). Then, for any \( \alpha \in (0, \frac{2}{5}) \), if \( s_g = \Omega \left( \frac{m \ln \frac{1}{\alpha}}{\alpha^2} \right) \), with probability \( 1 - \delta \), \( C^e(g; p; N') \leq (1 + \alpha)s_g \).

Our second theorem is an analogous generalization result, for welfare instead of over-demand.

**Theorem 6.2.** Fix two markets \( N, N' \sim \Pi \) for which \( |N| = |N'| = n \). With probability \( 1 - \delta \), for any \( \alpha \in (0, 4/5) \), if \( p \) is welfare-optimal for \( N \) and

\[
\text{Opt-Welfare}_N = \Omega \left( \frac{H^3 (p^6 m^4 \ln^2(m) \ln^2 \frac{1}{\delta})}{\alpha^2} \right)
\]

then \( \text{Welfare}_{N'}(p) \geq (1 - \alpha) \text{Opt-Welfare}_{N'} \).

These proofs can be found in the full version. Theorem 6.1 relies on bounding the VC dimension of the class of good \( g \)'s demand indicator functions (the class contains a function for each pricing which labels a valuation \( v \) positive if and only if \( g \) is in the canonical bundle for \( v \) at those prices). This is done by first proving the class of bundle predictors (the class contains one function for each pricing \( p \), which maps \( v \) to \( v \)'s canonical bundles at \( p \)) is linearly separable in a space of \( m + 1 \) dimensions. Using a recent result by Daniely and Shalev-Shwartz [13], this class admits a compression scheme of size \( m + 1 \), and can therefore be \((\epsilon, \delta)\)-PAC learned with \( O \left( \frac{m}{\epsilon} \ln \frac{1}{\delta} \right) \) samples. Since item predictor functions are simply projections of bundle prediction functions, their PAC-complexity cannot be greater. Thus, since item predictors are binary valued, we can apply the classical result of [19] which shows the equivalence of learning and uniform convergence for binary prediction problems, and can upper bound the class's VC dimension as a function of its PAC sample complexity.

We prove Theorem 6.2 by bounding the pseudo-dimension of the class of welfare predictor functions (containing, for each pricing a function which maps valuations to the value of a buyer purchasing her canonical bundle at these prices). The argument uses the existence of a compression scheme to upper bound the number of possible distinct labelings of valuations by bundles. Fixing
a bundle labeling of a valuation also fixes the welfare of that valuation; thus, one can upper-bound the size of a “shatterable” set and the pseudo-dimension of the class of welfare predictors.
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